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#### Abstract

We consider general even ferromagnetic systems with pair interactions in a nonnegative external magnetic field $h$. Classes of single-site measures $\rho$ are found such that the GHS inequality is valid for all $h \geqslant \tilde{h}$, where $\tilde{h} \geqslant 0$ is a number depending on $\rho$ but independent of the size of the system. These measures include both absolutely continuous and discrete measures. For $\rho$ $\doteq a \delta_{0}+\{(1-a) / 2\} \cdot\left(\delta_{1}+\delta_{-1}\right)$, some $a \in[0,1), \tilde{h}$ is determined exactly.
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## 1. INTRODUCTION

The Griffiths-Hurst-Sherman (GHS) inequality is a useful tool in the study of lattice spin systems with ferromagnetic pair interactions. For example, when valid, it implies that the average magnetization per site is a concave function of $h \geqslant 0$, where $h$ denotes the external magnetic field. It also implies the absence of spontaneous magnetization except possibly at $h=0 .{ }^{(9)}$ However, the validity of the GHS inequality for a particular system depends upon that system's single spin measures. For example, it holds for spin-1/2 systems ${ }^{(5)}$-i.e., for systems with single spin measures the Bernoulli measure $\frac{1}{2}\left(\delta_{1}+\delta_{-1}\right)$-but not for systems with single spin

[^0]measures
\[

$$
\begin{equation*}
\rho_{a} \doteq a \delta_{0}+\frac{1-a}{2}\left(\delta_{1}+\delta_{-1}\right) \tag{1.1}
\end{equation*}
$$

\]

with $a \in(2 / 3,1)$ [Ref. 6, p. 153; Ref. 3, Theorem 1.2(b)]. In this respect, it differs from the related Griffiths-Kelly-Sherman inequalities (GKS I, II), which hold for systems with arbitrary even single spin measures (Ref. 10, §VIII.3).

Previous work has determined a large class of absolutely continuous measures for which the GHS inequality is valid [Ref. 3, Theorem 1.2(c)(d)]. This class contains all absolutely continuous measures with densities const $\times \exp (-V)$, where $V$ is an even $C^{1}$ function on $\mathbb{R}$, unbounded above at infinity, with $d V / d x$ convex on $[0, \infty)$. The situation for discrete measures is different. Aside from the Bernoulli measure, the measures $\left\{\rho_{a}\right\}$ in (1.1) with $a \in[0,2 / 3]$, and the spin- $n / 2$ measures ( $n \in\{2,3, \ldots\}$ ) in Ref. 4, little is known about other discrete, finitely supported measures for which the GHS inequality holds.

The present paper studies a related problem. Consider, for simplicity, a system of $N$ sites all of whose single spin measures coincide with a fixed even measure $\rho$. We determine large classes of both absolutely continuous and discrete $\rho$ 's such that the GHS inequality is valid, not necessarily for all $h \geqslant 0$, but for all $h$ sufficiently large; i.e., $h \geqslant \tilde{h}$, for some $\tilde{h} \geqslant 0$. The number $\tilde{h}$ may depend upon $\rho$, but it is independent of $N$. An implication of our work is that in the thermodynamic limit such a system cannot exhibit spontaneous magnetization (i.e., its magnetization is a continuous function of $h$ ) for $|h|>\tilde{h}$.

We remark on work of Dunlop which is similar in spirit to our own. In Ref. 2, single spin measures are found such that the pressure is analytic, not necessarily in the region $\{h \mid h \in \mathbb{C}, \operatorname{Re} h \neq 0\}$ (as in Ref. 7), but in the region $\{h|h \in \mathbb{C},|\operatorname{Im} h|<\operatorname{Re} h\}$ of the complex external field $h$. His approach, like ours, is based on correlation inequalities. We also note that there are unpublished results of D . Ruelle concerning single spin measures for which the pressure is analytic in the region $\{h|h \in \mathbb{C},|\operatorname{Re} h|>\tilde{h}\}$ for some $\tilde{h} \geqslant 0$.

Section 2 of this paper states our main results. Section 3 gives additional facts needed for their proofs. The proofs of the main results are given in Section 4.

## 2. MAIN RESULTS

We consider general even ferromagnetic systems with pair interactions in a nonnegative external magnetic field. Such a system is defined by a finite family of real-valued random variables $\left\{X_{i} ; i=1, \ldots, N\right\}$ with joint
probability distribution

$$
\begin{align*}
\tau_{h_{1}, \ldots, h_{N}}\left(d x_{1}, \ldots, d x_{N}\right) \doteq & \frac{1}{Z\left(h_{1}, \ldots, h_{N}\right)} \exp \left(\sum_{i, j=1}^{N} J_{i j} x_{i} x_{j}+\sum_{i=1}^{N} h_{i} x_{i}\right) \\
& \times \prod_{i=1}^{N} \rho_{i}\left(d x_{i}\right) \tag{2.1}
\end{align*}
$$

where

$$
\begin{equation*}
Z\left(h_{1}, \ldots, h_{N}\right) \doteq \int_{R^{N}} \exp \left(\sum_{i, j=1}^{N} J_{i j} x_{i} x_{j}+\sum_{i=1}^{N} h_{i} x_{i}\right) \prod_{i=1}^{N} \rho_{i}\left(d x_{i}\right) \tag{2.2}
\end{equation*}
$$

Unless otherwise noted, we assume that $J_{i j} \geqslant 0, h_{i} \geqslant 0$ for all $i, j \in$ $\{1, \ldots, N\}$. The single-spin measures $\left\{\rho_{i} ; i=1, \ldots, N\right\}$ are assumed to belong to $\mathcal{E}$, which is the class of even probability measures $\rho \neq \delta_{0}$ satisfying $\int \exp \left(b x^{2}\right) \rho(d x)<\infty$ for all $b>0$.

We say that $\rho_{1}, \ldots, \rho_{N} \in \mathcal{E}$ satisfy the GHS inequality for a large external field if there exist nonnegative numbers $\left\{\tilde{h_{i}} ; i=1, \ldots, N\right\}$ such that for all $j, k, l \in\{1, \ldots, N\}$ and all nonnegative $\left\{J_{i j} ; i, j=1, \ldots, N\right\}$

$$
\begin{equation*}
\frac{\partial^{3}}{\partial h_{j} \partial h_{k} \partial h_{i}} \ln Z\left(h_{1}, \ldots, h_{N}\right) \leqslant 0 \quad \text { whenever } \quad h_{i} \geqslant \tilde{h_{i}}, i \in\{1, \ldots, N\} \tag{2.3}
\end{equation*}
$$

We say that a measure $\rho \in \mathcal{E}$ satisfies the GHS inequality for large external field if there exists $\tilde{h} \geqslant 0$ depending on $\rho$ such that for all $N \in\{1,2, \ldots\}$, all $j, k, l \in\{1, \ldots, N\}$, and all nonnegative $\left\{J_{i j} ; i, j=1, \ldots, N\right\}$

$$
\begin{equation*}
\frac{\partial^{3}}{\partial h_{j} \partial h_{k} \partial h_{l}} \ln Z_{\rho}\left(h_{1}, \ldots, h_{N}\right) \leqslant 0 \quad \text { whenever } \quad h_{i} \geqslant \tilde{h}, i \in\{1, \ldots, N\} \tag{2.4}
\end{equation*}
$$

In (2.4), $Z_{\rho} \doteq Z$ in (2.2) with $\rho_{1}=\cdots=\rho_{N} \doteq \rho$.
In Section 3, we define classes of measures $\{\mathcal{G}(\tilde{h}) ; \tilde{h} \geqslant 0\}$, where each $G(\tilde{h})$ is defined in terms of an infinite set of correlation inequalities. Our first theorem shows the connection between these classes and the inequalities (2.3) and (2.4).

Theorem 1. Let $\left\{\tilde{h_{i}} ; i=1, \ldots, N\right\}$ be nonnegative numbers and $\rho_{1}, \ldots, \rho_{N}$ measures in $\mathscr{E}$ such that $\rho_{i} \in \mathcal{G}\left(\tilde{h_{i}}\right), i \in\{1, \ldots, N\}$. Then (2.3) holds. In particular, if $\rho \in \mathcal{E}$ belongs to $\mathcal{G}(\tilde{h})$ for some $\tilde{h} \geqslant 0$, then (2.4) holds.

The next two theorems, Theorems 2 and 3, give a large class of measures belonging to $\mathfrak{G}(\tilde{h})$ for some $\tilde{h} \geqslant 0$. Theorem 2 treats the absolutely continuous case and Theorem 3 the discrete case.

Theorem 2. Suppose that $\rho(\mathrm{dx})$ has the form const $\times \exp [-V(x)] d x$, where $V$ is an even $C^{2}$ function on $\mathbb{R}$ such that $d V / d x$ is convex on $[a, \infty)$ for some $a \geq 0$ and $d^{2} V / d x^{2} \rightarrow \infty$ as $x \rightarrow \infty$. Then there exists $\tilde{h} \geqslant 0$ such that $\rho \in \mathscr{G}(\tilde{h})$.

Example. If $V$ is an even polynomial of degree $d \geqslant 4$ with positive leading coefficient, then $V$ satisfies the hypotheses of Theorem 2.

For the discrete case, let $\rho \in \mathcal{G}$ be supported on finitely many points. Thus, $\rho$ has the form

$$
\begin{equation*}
\rho \doteq \sum_{i=1}^{r} c_{i} \delta_{m_{i}} \in \delta \tag{2.5}
\end{equation*}
$$

where $r \in\{2,3, \ldots\}, m_{1}<\cdots<m_{r}, c_{i}>0$, and $\sum_{i=1}^{r} c_{i}=1$. Theorem 3 below covers such $\rho$.

Theorem 3. Let $\rho$ be as in (2.5).
(a) If $r=2$, then $\rho \in \mathcal{G}(0)$.
(b) If $r \in\{3,4,5\}$, then $\rho \in \mathcal{G}(\tilde{h})$ for some $\tilde{h} \geqslant 0$.
(c) If $r \in\{6,7, \ldots\}$, then suppose the points $m_{i}$ are equally spaced; i.e.,

$$
\begin{equation*}
m_{j+2}-m_{j+1}=m_{j+1}-m_{j} \quad \text { for } \quad j=1,2, \ldots, r-2 \tag{2.6}
\end{equation*}
$$

If (2.6) holds, then $\rho \in \mathcal{G}(\tilde{h})$ for some $\tilde{h} \geqslant 0$.
(d) There is a $\bar{\rho}$ as in (2.5) with $r=6$ which is not in $\mathcal{G}(\tilde{h})$ for any $\tilde{h} \geqslant 0$.

Remark. It can also be shown that for $r \in\{6,7, \ldots\}$, a sufficient condition to ensure that $\rho \in \mathcal{G}(\tilde{h})$ for some $\tilde{h}>0$ is that

$$
m_{j+2}>m_{j+1}+m_{j} \text { for all } r-2 \geqslant j \geqslant[(r+1) / 2]+1
$$

where the notation [-] denotes the greatest integer function. See Ref. 8, Chap. 4 for the details.

The value of Theorems 2 and 3 would be enhanced if one could determine, or even estimate, the number $\tilde{h}$. While in general this is difficult, for the measures $\left\{\rho_{a} ; a \in(2 / 3,1)\right\}$ in (1.1) $(r=3$ in Theorem 3), we have the following result.

Theorem 4. Suppose that $\rho_{a}=a \delta_{0}+[(1-a) / 2]\left(\delta_{1}+\delta_{-1}\right)$ for some $a \in(2 / 3,1)$. Then $\rho_{a} \in \mathcal{G}(\tilde{h})$, where $\tilde{h}=\tilde{h}(a)$ is given by

$$
\begin{equation*}
\cosh [\tilde{h}(a)]=1+\frac{3 a-2}{a(1-a)} \tag{2.7}
\end{equation*}
$$

Remarks. (1) If $a \in[0,2 / 3]$, then $\rho \in \mathcal{G}(0)$ [see Ref. 3, Theorem 1.2(b)].
(2) The $\tilde{h}$ of (2.7) is the best possible since $\rho_{a}$ satisfies the single site GHS inequality only for $h \geqslant \tilde{h}(a)$; i.e., if $a \in(2 / 3,1)$, then

$$
\begin{equation*}
\left\{h>0 \mid\left(d^{3} / d h^{3}\right) \ln \int_{R} \exp (h x) \rho_{a}(d x)<0\right\}=(\tilde{h}(a), \infty) \tag{2.8}
\end{equation*}
$$

with $\tilde{h}(a)$ given by (2.7).
(3) For general $\rho$ covered by Theorem 2 or Theorem 3, one can derive an upper bound on $\tilde{h}$ in terms of the integer $\tilde{n}$ appearing in Lemma 1 below and a finite number (depending on $\tilde{n}$ ) of the moments of $\rho$. The proof is based upon an estimate [Ref. 1, Chap. 3] of the largest positive roots of the polynomials $\{P(\mathbf{n} ; h)\}$ in (3.7) below for finitely many n. See [Ref. 8, Chap. 2] for details. However, in general the estimation of $\tilde{n}$ is a formidable task.

## 3. THE CLASSES $\{\mathcal{G}(\tilde{h})\}$

We first define the classes $\{\mathcal{G}(\tilde{h})\}$, then state a lemma, Lemma 1 , which will be the main technical tool for proving Theorems 2 and 3.

Let $B$ be the orthogonal matrix

$$
B \doteq \frac{1}{2}\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
-1 & 1 & 1 & -1
\end{array}\right)
$$

Given $\rho \in \mathcal{E}$, let $\mathbf{W} \doteq\left(W_{1}, W_{2}, W_{3}, W_{4}\right)$ be a random vector with independent components, each distributed by $\rho$. Let $\mathbb{Z}_{+}^{4}$ denote the set of all $\mathbf{n} \doteq\left(n_{1}, n_{2}, n_{3}, n_{4}\right)$, where each $n_{\alpha}$ is a nonnegative integer, and define

$$
(B \mathbf{W})^{\mathbf{n}} \doteq \prod_{\alpha=1}^{4}\left\{(B \mathbf{W})_{\alpha}\right\}^{n_{\alpha}}
$$

where $(B \mathbf{W})_{\alpha}$ is the $\alpha$ th component of the vector $B \mathbf{W}$. Denote by $E_{\rho}\{\cdot\}$ expectation with respect to the product measure $\prod_{\alpha=1}^{4} \rho\left(d w_{\alpha}\right)$.

Definition 1. Given $\tilde{h} \geqslant 0$, define

$$
\mathcal{G}(\tilde{h}) \doteq\left\{\rho \mid \rho \in \mathcal{E}, E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}} \exp \left[2 \tilde{h}(B \mathbf{W})_{1}\right]\right\} \geqslant 0 \quad \text { for all } \quad \mathbf{n} \in \mathbb{Z}_{+}^{4}\right\}
$$

The class $\mathcal{G}(0)$ coincides with the class $\mathcal{G}$ _ described in Ref. 3. We note several properties of the $\{\mathcal{G}(\tilde{h})\}$ :
(i) If $0 \leqslant \tilde{h_{1}}<\tilde{h_{2}}$, then $\mathcal{G}\left(\tilde{h_{1}}\right) \subseteq \mathcal{G}\left(\tilde{h_{2}}\right)$.
(ii) If $\rho_{1}, \rho_{2} \in \mathcal{G}(\tilde{h})$, then $\rho_{1} * \rho_{2} \in \mathcal{G}(\tilde{h})$.
(iii) If $\left\{\boldsymbol{\rho}_{i} ; i=1,2, \ldots\right\}$ is a sequence of measures in $\mathcal{G}(\tilde{h}), p_{i} \Rightarrow \rho \in \mathcal{E}$ and $\sup _{i} \int|x|^{n} \exp [\tilde{h} x] \rho_{i}(d x)<\infty$ for each $n \in\{0,1,2, \ldots\}$, then $\rho \in \mathcal{G}(\tilde{h})$.

Here, the symbols $*$ and $\Rightarrow$ denote, respectively, convolution of measures and weak convergence of measures. The proofs of these properties are elementary.

In the next lemma and its proof, $\mathbf{n}$ odd means that each $n_{\alpha}, \alpha \in$ $\{1, \ldots, 4\}$, is odd; $\mathbf{n}$ even is defined similarly.

Lemma 1. Given $\rho \in \mathcal{E}$, suppose that there exists a nonnegative integer $\tilde{n}$ such that

$$
\begin{equation*}
E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\}>0 \quad \text { for all odd } \mathbf{n} \text { satisfying } n_{1} \geqslant \tilde{n} \tag{3.1}
\end{equation*}
$$

Then there exists $\tilde{h} \geqslant 0$ such that $\rho \in \mathcal{G}(\tilde{h})$.
Proof. Since the condition (3.1) is only on odd $\mathbf{n}$, we may assume, without loss of generality, that $\tilde{n}$ is odd. The evenness of $\rho$ implies [Ref. 3 , Theorem 2.6(c)]

$$
E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\} \begin{cases}>0 & \text { if } \mathbf{n} \text { is even }  \tag{3.2}\\ =0 & \text { if } \mathbf{n} \text { is neither even nor odd }\end{cases}
$$

and that if (3.1) holds, then
$E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\}>0 \quad$ for all odd $\quad \mathbf{n} \in \mathbb{Z}_{+}^{4}$ satisfying $\max \left\{n_{1}, n_{2}, n_{3}, n_{4}\right\} \geqslant \tilde{n}$

We use these facts below.
For $\mathbf{n} \in \mathbb{Z}_{+}^{4}$ and $h \geqslant 0$, we define

$$
\begin{equation*}
f(\mathbf{n} ; h) \doteq E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}} \exp \left\{2 h(B \mathbf{W})_{1}\right\}\right\} \tag{3.4}
\end{equation*}
$$

Since $\rho \in \mathcal{E}, f(\mathbf{n} ; \cdot)$ is real analytic. We define the finite set of multi-indices

$$
\begin{equation*}
\mathscr{H} \doteq\left\{\mathbf{n} \mid \mathbf{n} \in \mathbb{Z}_{+}^{4} ; n_{2}, n_{3}, n_{4} \quad \text { all odd, } \quad \max \left\{n_{1}, n_{2}, n_{3}, n_{4}\right\}<\tilde{n}\right\} \tag{3.5}
\end{equation*}
$$

We prove that for all $\mathbf{n} \notin \mathscr{R}, f(\mathbf{n} ; h) \geqslant 0$ for all $h \geqslant 0$ and that there exists $\tilde{h} \geqslant 0$ such that for all $\mathbf{n} \in \mathfrak{K}, f(\mathbf{n} ; h) \geqslant 0$ for all $h \geqslant \tilde{h}$. This will prove the lemma.

For fixed $\mathbf{n} \in \mathbb{Z}_{+}^{4}$, we expand $f(\mathbf{n} ; h)$ in a Taylor series about $h=0$, noting

$$
\begin{equation*}
f^{(k)}(\mathbf{n} ; 0)=E_{\rho}\left\{(B \mathbf{W})^{\left(n_{1}+k, n_{2}, n_{3}, n_{4}\right)}\right\} 2^{k} \tag{3.6}
\end{equation*}
$$

for $k \in\{0,1,2, \ldots\}$. First assume $\mathbf{n} \notin \mathscr{X}$. Then either $n_{2}, n_{3}, n_{4}$ are not all odd or $n_{2}, n_{3}, n_{4}$ are all odd and $\max \left\{n_{1}, n_{2}, n_{3}, n_{4}\right\} \geqslant \tilde{n}$. In either case, by (3.2), (3.3), $f^{(k)}(\mathbf{n} ; 0) \geqslant 0$ for all $k \in\{0,1, \ldots\}$. Thus, if $\mathbf{n} \notin \mathscr{\pi}, f(\mathbf{n} ; h) \geqslant 0$
for all $h \geqslant 0$. Now assume $\mathbf{n} \in \mathcal{q}$. We write

$$
\begin{equation*}
f(\mathbf{n} ; h)=\sum_{k=0}^{\tilde{n}-n_{1}} \frac{f^{(k)}(\mathbf{n} ; 0)}{k!} h^{k}+\sum_{k=\tilde{n}-n_{1}+1}^{\infty} \frac{f^{(k)}(\mathbf{n} ; 0)}{k!} h^{k} \equiv P(\mathbf{n} ; h)+R(\mathbf{n} ; h) \tag{3.7}
\end{equation*}
$$

By (3.3), $R(\mathbf{n} ; h) \geqslant 0$ for all $h \geqslant 0$ and so

$$
\begin{equation*}
f(\mathbf{n} ; h) \geqslant P(\mathbf{n} ; h) \quad \text { for } \quad h \geqslant 0 \tag{3.8}
\end{equation*}
$$

By (3.6) the leading coefficient of $P(\mathbf{n} ; h)$ is proportional to $E_{\rho}\left\{(B \mathbf{W})^{\left(n_{n}, n_{2}, n_{3}, n_{4}\right)}\right\}$, which is strictly positive by (3.1). Hence for each $\mathbf{n} \in \mathscr{q}$, there exists a number $h^{\prime}(\mathbf{n}) \geqslant 0$ such that $P(\mathbf{n} ; h) \geqslant 0$ for $h \geqslant h^{\prime}(\mathbf{n})$. Defining

$$
\begin{equation*}
\tilde{h}=\max \left\{h^{\prime}(\mathbf{n}) \mid \mathbf{n} \in \mathscr{N}\right\} \tag{3.9}
\end{equation*}
$$

we see by (3.7) that $f(\mathbf{n} ; h) \geqslant 0$ for $h \geqslant \tilde{h}$.

## 4. PROOFS OF THEOREMS 2, 3, AND 4

Proof of Theorem 1. This theorem is proved like Theorem 1.1 in Ref. 3, which is its analog for $\tilde{h}=0$. Alternatively, one can easily adapt the proof of the GHS inequality given in Ref. 11.

Proof of Theorem 2. Without loss of generality, we may assume that $V^{\prime}$ is strictly convex on $[a, \infty)$. For if $V$ is convex, then for $\epsilon>0$, $V_{\epsilon}(x) \doteq V(x)+\epsilon x^{4}$ satisfies the hypotheses of the theorem and is strictly convex on $[a, \infty)$. Our proof of Theorem 2 will show that each $\rho_{\epsilon}(d x)$ $\doteq$ const $\times \exp \left[-V_{\epsilon}(x)\right] d x \in \mathscr{G}(\tilde{h})$ for some $\tilde{h} \geqslant 0$, and one can prove that $\tilde{h}$ can be picked independent of $\epsilon$ for $\epsilon$ sufficiently small. By property (iii) of the classes $\{\mathcal{E}(\tilde{h})\}$, we conclude $\rho_{0} \in \mathcal{G}(\tilde{h})$.

Define the orthogonal matrix

$$
A=\frac{1}{\sqrt{2}}\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right) \otimes \frac{1}{\sqrt{2}}\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right)=\frac{1}{2}\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right) .
$$

Given $\rho \in \mathcal{E}$ and an invertible $4 \times 4$ matrix $T$, we define the measure $\rho_{T}$ on $\mathbb{R}^{4}$ by $\rho_{T}(F)=\boldsymbol{\rho}\left(T^{-1} F\right)$, where $F$ is a Borel subset of $\mathbb{R}^{4}$ and $\boldsymbol{\rho}$ is the product measure $\boldsymbol{\rho}(d \mathbf{w}) \doteq \prod_{\alpha=1}^{4} \rho\left(d w_{\alpha}\right)$. Define the signed measure $\boldsymbol{\sigma}$ on $\mathbb{R}^{4}$ by $\boldsymbol{\sigma} \doteq \boldsymbol{\rho}_{B}-\boldsymbol{\rho}_{A}$ and let $\boldsymbol{\sigma}=\boldsymbol{\sigma}_{+}-\boldsymbol{\sigma}_{-}$be its Jordan decomposition. Finally,
define

$$
S_{+} \doteq\left\{\text { support of } \boldsymbol{\sigma}_{+}\right\} \cap \mathbb{R}_{+}^{4} \quad \text { and } \quad S_{-} \doteq\left\{\text { support of } \boldsymbol{\sigma}_{-}\right\} \cap \mathbb{R}_{+}^{4}
$$

where $\mathbb{R}_{+}^{4}$ denotes the positive orthant of $\mathbb{R}^{4}$.
We need two lemmas. The first of these, Lemma 2, is Proposition 4.1 in Ref. 3. The proof of the second, Lemma 3, will be given below, after we complete the proof of Theorem 2. Given $\mathbf{s}, \mathbf{t} \in \mathbb{R}^{4}$, we write $\mathbf{t}>\mathbf{s}$ if $t_{\alpha}>s_{\alpha}$ for each $\alpha \in\{1,2,3,4\}$.

Lemma 2. For $\rho \in \mathcal{E}$ and all odd $\mathbf{n} \in \mathbb{Z}_{+}^{4}$

$$
E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\}=8 \int_{\mathbb{R}_{+}^{4}} \mathbf{w}^{\mathbf{n}} \boldsymbol{\sigma}(d \mathbf{w})=8 \int_{\mathbb{R}_{+}^{4}} \mathbf{w}^{\mathbf{n}} \boldsymbol{\sigma}_{+}(d \mathbf{w})-8 \int_{\mathbb{R}_{+}^{4}} \mathbf{w}^{\mathbf{n}} \boldsymbol{\sigma}_{-}(d \mathbf{w})
$$

Lemma 3. Under the hypotheses of Theorem $2, S_{-}$is bounded, and given any real number $R$ there exists $\mathrm{t} \in S_{+}$with $\mathbf{t}>(R, R, R, R)$.

We now show that there exists an integer $\tilde{n}$ such that $E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\}>0$ for all odd $n$ satisfying $n_{1} \geqslant \tilde{n}$. Lemma 1 then completes the proof of Theorem 2. We define

$$
\mu \doteq \sup \left\{\max \left\{s_{1}, s_{2}, s_{3}, s_{4}\right\} \mid \mathbf{s} \in S_{-}\right\}
$$

(If $S_{-}=\emptyset$, then set $\mu \doteq 0$.) By Lemma 3 there exists $\xi \in S_{+}$such that $\xi>(\mu, \mu, \mu, \mu)$ and $\sigma_{+}\{\mathbf{w} \mid \mathbf{w} \geqslant \boldsymbol{\xi}\}>0$. By Lemma 2,

$$
\begin{align*}
\frac{1}{8} E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\} & \geqslant \boldsymbol{\xi}^{\mathbf{n}} \boldsymbol{\sigma}_{+}\{\mathbf{w} \mid \mathbf{w}>\boldsymbol{\xi}\}-\mu^{|\mathbf{n}|} \sigma_{-}\left\{S_{-}\right\} \\
& \geqslant \bar{\xi}^{|\mathbf{n}|} \boldsymbol{\sigma}_{+}\{\mathbf{w} \mid \mathbf{w}>\boldsymbol{\xi}\}-\mu^{|\mathbf{n}|} \sigma_{-}\left\{S_{-}\right\} \tag{4.1}
\end{align*}
$$

where $\bar{\xi} \doteq \min \left\{\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right\}$ and $|\mathbf{n}| \doteq n_{1}+n_{2}+n_{3}+n_{4}$. If $\mu=0$, then $E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\}>0$ for all odd $\mathbf{n}$. If $\mu>0$, then the right-hand side of (4.1) is strictly positive if

$$
\begin{equation*}
\left(\frac{\bar{\xi}}{\mu}\right)^{|\mathbf{n}|}>\frac{\sigma_{-}\left\{S_{-}\right\}}{\sigma_{+}\{\mathbf{w} \mid \mathbf{w}>\xi\}} \tag{4.2}
\end{equation*}
$$

This can be achieved for $|\mathbf{n}|$ sufficiently large since $\bar{\xi}>\mu$. Defining $\tilde{n}$ to be the smallest integer $|\mathbf{n}|$ satisfying (4.2), we have verified the hypothesis of Lemma 1.

Proof of Lemma 3. By definition of $\sigma$, we have

$$
\boldsymbol{\sigma}(d \mathbf{w})=\left\{\exp \left[-\sum_{\alpha=1}^{4} V\left(\left(B^{-1} \mathbf{w}\right)_{\alpha}\right)\right]-\exp \left[-\sum_{\alpha=1}^{4} V\left(\left(A^{-1} \mathbf{w}\right)_{\alpha}\right)\right]\right\} \prod_{\alpha=1}^{4} d w_{\alpha}
$$

Define the function $\tilde{V}$ on $\mathbb{R}^{4}$ by

$$
\tilde{V}(\mathbf{w}) \doteq \sum_{\alpha=1}^{4}\left[V\left(\left(A^{-1} \mathbf{w}\right)_{\alpha}\right)-V\left(\left(B^{-1} \mathbf{w}\right)_{\alpha}\right)\right]
$$

It is not hard to see that $S_{-}=\left\{\mathbf{w} \mid \mathbf{w} \in \mathbb{R}_{+}^{4}, \tilde{V}(\mathbf{w}) \leqslant 0\right\}$. Hence Lemma 3 is proved once we show that there exists $M>0$ such that if $\mathbf{w} \in \mathbb{R}_{+}^{4}$ and $\max \left\{w_{1}, w_{2}, w_{3}, w_{4}\right\} \geqslant M$, then $\tilde{V}(\mathbf{w})>0$.

Our assumptions on $V$ are that $V$ is even, $V^{\prime}$ is strictly convex on the interval $[a, \infty)$, and $V^{\prime \prime}(x) \rightarrow \infty$ as $x \rightarrow \infty$. Hence there exists a number $M>a$ such that

$$
V^{\prime \prime}(x)>\sup \left\{V^{\prime \prime}(y)| | y \mid<a\right\} \quad \text { for all }|x| \geqslant M
$$

We see that $V^{\prime \prime}(x)>V^{\prime \prime}(y)$ whenever $|x| \geqslant M$ and $|y|<|x|$. For $w_{1}, w_{2}$ $>0$, define

$$
f\left(w_{1}, w_{2}\right) \doteq V^{\prime \prime}\left(w_{1}+w_{2}\right)-V^{\prime \prime}\left(w_{1}-w_{2}\right)
$$

Then $f\left(w_{1}, w_{2}\right)>0$ whenever $w_{1}+w_{2} \geqslant M$ and thus whenever $\max \left\{w_{1}, w_{2}\right\}$ $\geqslant M$. A short calculation shows that for $\mathrm{w}>(0,0,0,0)$,

$$
\tilde{V}(\mathbf{w})=\int_{w_{1}-w_{4}}^{w_{1}+w_{4}} d x \int_{x-w_{3}}^{x+w_{3}} f\left(y, w_{2}\right) d y
$$

Since $\tilde{V}$ is unchanged by permutations of the $w_{\alpha}$ 's, we may assume that $w_{1} \geqslant w_{4}$ (so that $x \geqslant 0$ above) and that $w_{2}=\max \left(w_{1}, w_{2}, w_{3}, w_{4}\right)$. Since $V^{\prime \prime}$ is even, $f\left(y, w_{2}\right)$ is an odd function of $y$. Thus

$$
\tilde{V}(\mathbf{w})=\int_{w_{1}-w_{4}}^{w_{1}+w_{4}} d x \int_{\left|x-w_{3}\right|}^{x+w_{3}} f\left(y, w_{2}\right) d y
$$

which is strictly positive if $w_{2}=\max \left\{w_{1}, w_{2}, w_{3}, w_{4}\right\} \geqslant M$.
The proof of Theorem 3 will be based on two lemmas, Lemmas 4 and 5. Given $\rho \in \mathcal{E}$, we define subsets $\mathfrak{R}_{+}$and $\mathfrak{R}_{-}$of $\mathbb{R}^{4}$ by

$$
\begin{gathered}
\mathfrak{R}_{ \pm} \doteq\left\{\mathbf{w}=\left(w_{1}, w_{2}, w_{3}, w_{4}\right) \mid \text { each } w_{i} \in \operatorname{support}(\rho)\right. \\
\left.(B \mathbf{w})_{1}>0, \pm \prod_{\alpha=1}^{4}(B \mathbf{w})_{\alpha}>0\right\}
\end{gathered}
$$

Lemma 4. Let $\rho \in \mathscr{E}$ be as in (2.5). Suppose that for each $w \in \mathcal{R}_{-}$ there exist $\mathbf{v}=\mathbf{v}(\mathbf{w})$ and $\mathbf{v}^{\prime}=\mathbf{v}^{\prime}(\mathbf{w})$, (not necessarily distinct) vectors in $\Omega_{+}$, such that for some $k=k(w) \in\{1,2,3,4\}$,

$$
\begin{equation*}
\left|(B \mathbf{v})_{\alpha}\right| \geqslant\left|(B \mathbf{w})_{\alpha}\right| \quad \text { for } \alpha \in\{1,2,3,4\} \quad \text { and } \quad\left|(B \mathbf{v})_{k}\right|>|(B \mathbf{w})|_{k} \tag{4.3}
\end{equation*}
$$

and
$\left|\left(B \mathbf{v}^{\prime}\right)_{\alpha}\right| \geqslant\left|(B \mathbf{w})_{\alpha}\right| \quad$ for $\alpha \in\{1,2,3,4\} \backslash\{k\} \quad$ and $\quad\left(B \mathbf{v}^{\prime}\right)_{1}>(B \mathbf{w})_{1}$
Then $\rho \in \mathcal{G}(\tilde{h})$ for some $\tilde{h}>0$. On the other hand, suppose that there exists
a $\mathbf{w} \in \Re_{\text {_ }}$ and even integers $N_{1}, N_{2}, N_{3}, N_{4}$, not all zero, such that

$$
\begin{equation*}
(B \mathbf{v})^{\mathbf{N}}<(B \mathbf{w})^{\mathbf{N}} \quad \text { for every } \mathbf{v} \in \mathscr{R}_{+} \tag{4.5}
\end{equation*}
$$

where $\mathbf{N} \doteq\left(N_{1}, N_{2}, N_{3}, N_{4}\right)$. Then for every $\tilde{h} \geqslant 0, \rho \notin \mathcal{G}(\tilde{h})$.
Proof. To prove the first part of the lemma, we verify the hypotheses of Lemma 1. For each $w \in \mathbb{R}_{+} \cup \mathscr{R}_{-}$, we define

$$
c(\mathbf{w}) \doteq \prod_{\alpha=1}^{4} \rho\left(\left\{w_{\alpha}\right\}\right)>0
$$

We have for odd $\mathbf{n}$

$$
\begin{equation*}
E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\}=2 \sum_{\mathbf{w} \in \pi_{+} \cup^{\prime} \pi_{-}} \delta(\mathbf{w}) c(\mathbf{w})\left|(B \mathbf{w})^{\mathbf{n}}\right| \tag{4.6}
\end{equation*}
$$

where

$$
\delta(w)= \begin{cases}+1 & \text { for } \mathbf{w} \in \mathfrak{R}_{+} \\ -1 & \text { for } \mathbf{w} \in \mathfrak{R}_{-}\end{cases}
$$

For each $\mathbf{w} \in \mathscr{R}_{-}$, pick vectors in $\mathscr{R}_{+}, \mathbf{v}=\mathbf{v}(\mathbf{w})$ and $\mathbf{v}^{\prime}=\mathbf{v}^{\prime}(\mathbf{w})$, and $k=k(\mathbf{w}) \in\{1,2,3,4\}$ satisfying (4.3)-(4.4). Clearly we may find positive numbers $\left\{\tilde{c}(\mathbf{v}), \tilde{c}\left(\mathbf{v}^{\prime}\right)\right\}$ such that

$$
\sum_{\mathbf{w} \in \mathscr{} \pi_{+}} c(\mathbf{w})\left|(B \mathbf{w})^{\mathbf{n}}\right| \geqslant \sum_{\mathbf{w} \in \Re \pi_{-}}\left[\tilde{c}(\mathbf{v})\left|(B \mathbf{v})^{\mathbf{n}}\right|+\tilde{c}\left(\mathbf{v}^{\prime}\right)\left|\left(B \mathbf{v}^{\prime}\right)^{\mathbf{n}}\right|\right]
$$

[e.g., let $\tilde{c}(\mathbf{w})=c(\mathbf{w}) /\left(2 \times\right.$ cardinality of $\left.\mathscr{R}_{-}\right)$for $\left.\mathbf{w}=\mathbf{v}, \mathbf{v}^{\prime}\right]$. We have from (4.6) that

$$
\begin{equation*}
E_{\rho}\left\{(B \mathbf{W})^{\mathbf{n}}\right\} / 2 \geqslant \sum_{\mathbf{w} \in \pi_{-}}\left[\tilde{c}(\mathbf{v})\left|(B \mathbf{v})^{\mathbf{n}}\right|+\tilde{c}\left(\mathbf{v}^{\prime}\right)\left|\left(B \mathbf{v}^{\prime}\right)^{\mathbf{n}}\right|-c(\mathbf{w})\left|(B \mathbf{w})^{\mathbf{n}}\right|\right] \tag{4.7}
\end{equation*}
$$

It follows from (4.3) that for each $\mathbf{w} \in \mathfrak{R}_{-}$, there exists $\hat{n}=\hat{n}(\mathbf{w})$ such that

$$
\tilde{c}(\mathbf{v})\left|(B \mathbf{v})^{\mathbf{n}}\right|-c(\mathbf{w})\left|(B \mathbf{w})^{\mathbf{n}}\right|>0 \quad \text { if } n_{k} \geqslant \hat{n}
$$

It then follows from (4.4) that there exists $\tilde{n}=\tilde{n}(\mathbf{w})$ such that

$$
\tilde{c}\left(\mathbf{v}^{\prime}\right)\left|\left(B \mathbf{v}^{\prime}\right)^{\mathbf{n}}\right|-c(\mathbf{w})\left|(B \mathbf{w})^{\mathbf{n}}\right|>0 \quad \text { if } n_{k}<\hat{n} \quad \text { and } \quad n_{1} \geqslant \tilde{n}
$$

Consequently we see that the summand in the right-hand side of (4.7) is strictly positive provided only that $n_{1} \geqslant \tilde{n}(\mathbf{w})$. Taking $\tilde{n} \doteq \max \{\tilde{n}(\mathbf{w}) \mid \mathbf{w}$ $\left.\in \mathscr{R}_{-}\right\}$, we conclude that the hypotheses of Lemma 1 are valid and thus that $\rho \in \mathcal{G}(\tilde{h})$ for some $\tilde{h} \geqslant 0$.

Concerning the second half of the lemma, we start from the equation

$$
\begin{align*}
f(\mathbf{n} ; h) & \doteq E_{\rho}\left\{(B \mathbf{W}) \mathbf{n} \exp \left[2 h(B \mathbf{W})_{1}\right]\right\} \\
& =2 \sum_{\mathbf{v} \in \boldsymbol{\sigma}_{+} \cup \boldsymbol{U}_{-}} \delta(\mathbf{v}) c(\mathbf{v})\left|(B \mathbf{v})^{\mathbf{n}}\right| \cosh \left[2 h(B \mathbf{v})_{1}\right] \tag{4.8}
\end{align*}
$$

which is valid for odd $\mathbf{n}$. We prove that $\rho \notin \mathcal{G}(\tilde{h})$ for any $\tilde{h} \geqslant 0$ by showing that for any $h \geqslant 0, f((1,1,1,1)+n \mathbf{N} ; h) \leqslant 0$ for all large $n$. Given $h \geqslant 0$, we have from (4.8) that

$$
\begin{equation*}
f((1,1,1,1)+n \mathbf{N} ; h) \leqslant \sum_{\mathbf{v} \in \Re_{+}}\left[d(\mathbf{v}, h)\left|(B \mathbf{v})^{\mathbf{N}}\right|^{n}-\tilde{d}(\mathbf{w}, h)\left|(B \mathbf{w})^{\mathbf{N}}\right|^{n}\right] \tag{4.9}
\end{equation*}
$$

where $w$ (independent of $v$ ) is the one satisfying (4.5),

$$
d(\mathbf{v}, h) \doteq 2 c(\mathbf{v}) \cosh \left[2 h(B \mathbf{v})_{1}\right] \prod_{\alpha=1}^{4}(B \mathbf{v})_{\alpha}>0
$$

and

$$
\tilde{d}(\mathbf{w}, h) \doteq 2 c(\mathbf{w}) \cosh \left[2 h(B w)_{1}\right] \mid \prod_{\alpha=1}^{4}(B \mathbf{w})_{\alpha} / /\left(\text { cardinality of } \mathscr{T}_{+}\right)
$$

It now follows from (4.5) that for any fixed $h$, there is some $\tilde{n}(v)$ so that the summand in the right-hand side of (4.9) is strictly negative for $n \geqslant \tilde{n}(\mathbf{v})$. Thus we see that for any $h$, the left-hand side of (4.9) is strictly negative for all large $n$ [i.e., $n \geqslant \max \left\{\tilde{n}(\mathbf{v}) \mid \mathbf{v} \in \mathcal{R}_{+}\right\}$]. We conclude that $\rho \notin \mathcal{G}(\tilde{h})$ for any $\tilde{h} \geqslant 0$.

Next we state and prove Lemma 5 . Given $w \in \mathbb{R}^{4}$, we define an ordering $\otimes$ among the components $\left\{w_{\alpha}\right\}$ of $\mathbf{w}$ by defining $w_{\alpha_{1}} \otimes w_{\alpha_{2}}$ if either $w_{\alpha_{1}}>w_{\alpha_{2}}$ or $w_{\alpha_{1}}=w_{\alpha_{2}}$ and $\alpha_{1}<\alpha_{2}$. For $\alpha \in\{1,2,3,4\}$, we define $w_{(\alpha)}$ to be the $\alpha$ th largest component of $w$ in accordance with this ordering.

Lemma 5. Let $w \in \mathbb{R}^{4}$ satisfy $2(B \mathbf{w})_{1}=w_{1}+w_{2}+w_{3}+w_{4}>0$. Then

$$
\begin{equation*}
\prod_{\alpha=1}^{4}(B \mathbf{w})_{\alpha}<0 \tag{4.10}
\end{equation*}
$$

if and only if $w_{(1)}-w_{(2)}>w_{(3)}-w_{(4)}$. If (4.10) is valid and $\mathbf{v}$ is defined by

$$
v_{\alpha} \doteq\left\{\begin{array}{ll}
w_{\alpha}, & \text { if } w_{\alpha}=w_{(1)}  \tag{4.11}\\
\text { or } \quad w_{(4)} \\
w_{\alpha}+\left(w_{(1)}-w_{(2)}\right), & \text { if } w_{\alpha}=w_{(2)}
\end{array} \text { or } w_{(3)}\right.
$$

then

$$
\begin{align*}
\prod_{\alpha=1}^{4}(B \mathbf{v})_{\alpha}>0, \quad(B \mathbf{v})_{1}>(B \mathbf{w})_{1}, & \text { and } \quad\left|(B \mathbf{v})_{\alpha}\right| \geqslant\left|(B \mathbf{w})_{\alpha}\right| \\
& \text { for } \alpha \in\{2,3,4\} \tag{4.12}
\end{align*}
$$

Proof. We define $\mathbf{u} \in \mathbb{R}^{4}$ by $u_{\alpha} \doteq w_{(\alpha)}, \alpha \in\{1,2,3,4\}$. Then $\prod_{\alpha=1}^{4}(B \mathbf{w})_{\alpha}=\prod_{\alpha=1}^{4}(B \mathbf{u})_{\alpha}$. We prove the first part of the lemma by showing $\prod_{\alpha=1}^{4}(B \mathbf{u})_{\alpha}<0$ if and only if $u_{1}-u_{2}>u_{3}-u_{4}$. If the latter inequality
holds, then since $u_{1} \geqslant u_{2} \geqslant u_{3} \geqslant u_{4}$,

$$
\begin{align*}
& 2(B \mathbf{u})_{1}=u_{1}+u_{2}+u_{3}+u_{4}=w_{1}+w_{2}+w_{3}+w_{4}>0 \\
& 2(B \mathbf{u})_{2}=u_{1}-u_{2}+u_{3}-u_{4}>2\left(u_{3}-u_{4}\right) \geqslant 0  \tag{4.13}\\
& 2(B \mathbf{u})_{3}=u_{1}+u_{2}-u_{3}-u_{4}>2\left(u_{2}-u_{4}\right) \geqslant 0 \\
& 2(B \mathbf{u})_{4}=-u_{1}+u_{2}+u_{3}-u_{4}<0
\end{align*}
$$

and we see that $\prod_{\alpha=1}^{4}(B \mathbf{u})_{\alpha}<0$. If, on the other hand $\prod_{\alpha=1}^{4}(B \mathbf{u})_{\alpha}<0$, then $(B \mathbf{u})_{\alpha} \neq 0$ for $\alpha \in\{1,2,3,4\}$ and since $u_{1} \geqslant u_{2} \geqslant u_{3} \geqslant u_{4}$, we see that $(B \mathbf{u})_{\alpha}>0$ for $\alpha \in\{1,2,3\}$. Thus ( $\left.B \mathbf{u}\right)_{4}$ must be negative, which implies $u_{1}-u_{2}>u_{3}-u_{4}$. This proves the first part of the lemma.

We now prove the second part of the lemma. Pick $w \in \mathbb{R}^{4}$ [with $\left.2(B \mathbf{w})_{1}>0\right]$ satisfying (4.10) and define $\mathbf{v}$ by (4.11). Then for $\alpha \in\{1,2,3,4\}$

$$
v_{\alpha}= \begin{cases}w_{(1)}, & \text { if } w_{\alpha}=w_{(1)} \text { or } w_{(2)} \\ w_{(1)}-w_{(2)}+w_{(3)}, & \text { if } w_{\alpha}=w_{(3)} \\ w_{(4)}, & \text { if } w_{\alpha}=w_{(4)}\end{cases}
$$

We first show $\prod_{\alpha=1}^{4}(B \mathbf{v})_{\alpha}>0$. Define $\mathbf{x} \in \mathbb{R}^{4}$ by $x_{\alpha} \doteq v_{(\alpha)}, \alpha \in\{1,2,3,4\}$. Since $\prod_{\alpha=1}^{4}(B \mathbf{v})_{\alpha}=\prod_{\alpha=1}^{4}(B \mathbf{x})_{\alpha}$ it suffices to prove $\prod_{\alpha=1}^{4}(B \mathbf{x})_{\alpha}>0$. Now $x_{1}=x_{2}=w_{(1)}, x_{3}=w_{(1)}-w_{(2)}+w_{(3)}$, and $x_{4}=w_{(4)}$. Arguing as in (4.13) and using the fact that, by the first part of the lemma, $w_{(1)}-w_{(2)}$ $>w_{(3)}-w_{(4)}$, one easily finds that $(B \mathbf{x})_{\alpha}>0$ for each $\alpha \in\{1,2,3,4\}$. This implies $\prod_{\alpha=1}^{4}(B \mathbf{x})_{\alpha}>0$. We now prove that $(B \mathbf{v})_{1} \geqslant(B \mathbf{w})_{1}$ and $\left|(B \mathbf{v})_{\alpha}\right|$ $\geqslant\left|(B \mathbf{w})_{\alpha}\right|$ for $\alpha \in\{2,3,4\}$. Since the $\left\{w_{(\alpha)}\right\}$ are a permutation of the $\left\{w_{\alpha}\right\}$, we have

$$
2(B \mathbf{v})_{1}=v_{1}+v_{2}+v_{3}+v_{4}=3 w_{(1)}-w_{(2)}+w_{(3)}+w_{(4)}
$$

Using $w_{(1)}-w_{(2)}>w_{(3)}-w_{(4)}$ and $w_{(1)} \geqslant w_{(2)} \geqslant w_{(3)} \geqslant w_{(4)}$, one sees that

$$
2(B \mathbf{v})_{1}>w_{(1)}+w_{(2)}+w_{(3)}+w_{(4)}=2(B \mathbf{w})_{1}
$$

The proof that $\left|(B \mathbf{v})_{\alpha}\right| \geqslant\left|(B \mathbf{w})_{\alpha}\right|$ for $\alpha \in\{2,3,4\}$ involves different calculations for the different possible orderings of the $\left\{w_{\alpha}\right\}$. Rather than give the uninteresting details, we consider a representative case. Assuming $w_{1}>w_{2}$ $>w_{3}>w_{4}$, one finds $(B \mathbf{v})_{2}=(B \mathbf{w})_{2}>0, \quad(B \mathbf{v})_{3}=(B \mathbf{w})_{3}>0$,

$$
2(B \mathbf{v})_{4}=w_{1}-w_{2}+w_{3}-w_{4} \geqslant w_{1}-w_{2}-w_{3}+w_{4}=2\left|(B \mathbf{w})_{4}\right|
$$

Proof of Theorem 3. The case $r=2$ is covered by Ref. 3, Theorem $1.2(\mathrm{a})$, and the case $r=3$ is covered by Ref. 3, Theorem 1.2(b) and by Theorem 4, which we prove below. We prove the cases $r=4$ and $r=5$ by using the first part of Lemma 4; a somewhat different proof of these cases
is given in Ref. 8, Chapter 4. In the case $r=4$, we may assume without loss of generality that [in the notation of (2.5)] $m_{1}=-1, m_{2}=-1+\eta, m_{3}$ $=1-\eta, m_{4}=1$ for some $\eta \in(0,1)$. There are four basic possibilities for $\mathbf{w} \in \mathscr{N}_{\text {_ }}$ if $\eta \in(2 / 3,1)$ and two basic possibilities if $\eta \in(0,2 / 3]$ (together with others obtained by permutation of the components). These possibilities may be easily listed by using the first part of Lemma 5. For each of these basic w's, we will display the corresponding $\mathbf{v}$ and $\mathbf{v}^{\prime}$ satisfying (4.3)-(4.4); permutations of the basic w's are handled by correspondingly permuting the $v$ and $\mathbf{v}^{\prime}$ :

$$
\begin{aligned}
\text { for } \mathbf{w} & =(1,1-\eta, 1-\eta, 1-\eta), \quad \mathbf{v}=\mathbf{v}^{\prime}=(1,1,1,1-\eta) \\
\text { for } \eta & >2 / 3 \text { and } \mathbf{w}=(1,1-\eta, 1-\eta,-1+\eta), \quad \mathbf{v}=\mathbf{v}^{\prime}=(1,1,1,-1) \\
\text { for } \mathbf{w} & =(1,1-\eta,-1+\eta,-1+\eta), \\
\mathbf{v} & =(1,1,-1,-1+\eta) \quad \text { and } \quad \mathbf{v}^{\prime}=(1,1,1,-1)
\end{aligned}
$$

$$
\text { for } \eta>2 / 3 \text { and } \quad \mathbf{w}=(1,-1+\eta,-1+\eta,-1+\eta) \text {, }
$$

$$
\mathbf{v}=\mathbf{v}^{\prime}=(1,1,1,-1)
$$

In the case $r=5$, we may take $m_{1}=-1, m_{2}=-1+\eta, m_{3}=0, m_{4}=1-$ $\eta, m_{5}=1$. For w's in $\mathscr{R}_{-}$with no vanishing components, we may take $\mathbf{v}, \mathbf{v}^{\prime}$ as described above for $r=4$. There are seven basic possibilities for the remaining w's in $\mathscr{R}_{\text {_ }}$ if $\eta \in(1 / 2,1)$ and four basic possibilities if $\eta \in(0$, 1/2]:

$$
\begin{array}{cccc}
(1,1-\eta, 0,0), & (1,0,0,0), & (1,0,0,-1+\eta), & (1-\eta, 0,0,0) \\
(1,1-\eta, 1-\eta, 0), & (1,1-\eta, 0,-1+\eta), & (1,0,-1+\eta,-1+\eta)
\end{array}
$$

where the latter three are valid only for $\eta>1 / 2$. It turns out that for each of these seven possibilities we may take $\mathbf{v}=\mathbf{v}^{\prime}=(1,1,1,-1)$.

To prove part (c) of Theorem 3, we note that by the first part of Lemma 4 (with $\mathbf{v}=\mathbf{v}^{\prime}$ and $k=1$ ) together with Lemma 5, it suffices if for each $w_{1}, w_{2}, w_{3}, w_{4}$ in the support of $\rho, w_{(3)}+\left(w_{(1)}-w_{(2)}\right)=w_{(1)}-$ ( $w_{(2)}-w_{(3)}$ ) is also in the support of $\rho$ [cf. (4.11) with $\alpha=3$ ]. But this is clearly the case when the support points of $\rho$ are equally spaced.

It remains to construct the $\bar{\rho}$ of part (d) of the theorem. We will take $m_{6}=1 / 2, m_{5}=1 / 2-\epsilon^{2}$, and $m_{4}=1 / 2-\epsilon$ and show that for suitably chosen small positive $\epsilon$, the second half of Lemma 4 can be applied with

$$
\begin{equation*}
\mathbf{w}=\left(m_{6}, m_{4}, m_{5}, m_{4}\right) \quad \text { and } \quad \mathbf{N}=(2[\kappa|\ln \epsilon|], 2,0,0) \tag{4.14}
\end{equation*}
$$

where the notation [-] denotes the usual greatest integer function and $\kappa>0$ is to be determined later. With $w$ as in (4.14), we have $w \in \mathfrak{R}_{\ldots}$ (for small $\epsilon$ ) by Lemma 5 and

$$
\begin{equation*}
(B \mathbf{w})_{1}=1-\epsilon-\epsilon^{2} / 2, \quad(B \mathbf{w})_{2}=\epsilon-\epsilon^{2} / 2 \tag{4.15}
\end{equation*}
$$

On the other hand, one finds (by listing possibilities) that for every $\mathbf{v} \in \mathfrak{K}_{+}$, either

$$
\begin{equation*}
(B \mathbf{v})_{1}=1-\epsilon / 2+O\left(\epsilon^{2}\right), \quad\left|(B \mathbf{v})_{2}\right|=\epsilon / 2+O\left(\epsilon^{2}\right) \tag{4.16}
\end{equation*}
$$

[for $\mathbf{v}=\left(m_{6}, m_{6}, m_{6}, m_{4}\right)$ or ( $m_{6}, m_{6}, m_{5}, m_{4}$ ) or $\left(m_{6}, m_{5}, m_{5}, m_{4}\right)$ or $\left(m_{5}, m_{5}\right.$, $m_{5}, m_{4}$ ) or permutations of these] or else

$$
\begin{equation*}
(B \mathbf{v})_{1}=1+O\left(\epsilon^{2}\right), \quad\left|(B \mathbf{v})_{2}\right|=O\left(\epsilon^{2}\right) \tag{4.17}
\end{equation*}
$$

[for $\mathbf{v}=\left(m_{6}, m_{6}, m_{6}, m_{5}\right)$ or its permutations] or else

$$
\begin{equation*}
(B \mathbf{v})_{1} \leqslant \frac{1}{2}+O(\epsilon), \quad\left|(B \mathbf{v})_{2}\right| \leqslant 1 \tag{4.18}
\end{equation*}
$$

(for all other $\mathbf{v}$ 's in $\mathscr{R}_{+}$). In order to conclude that for sufficiently small $\epsilon$, (4.5) will be valid with $\mathbf{w}, \mathbf{N}$ given by (4.14), it suffices to show that for every $\mathbf{v} \in \mathfrak{R}_{+}$,

$$
\begin{equation*}
\bar{K}_{\mathbf{v}} \doteq \limsup _{\epsilon \rightarrow 0}(B \mathbf{v})^{\mathbf{N}} / \epsilon^{2}<\lim _{\epsilon \rightarrow 0}(B \mathbf{w})^{\mathbf{N}} / \epsilon^{2} \doteq \bar{K}_{\mathbf{w}} \tag{4.19}
\end{equation*}
$$

But using the definition of $\mathbf{N}$, we have from (4.15) that

$$
\begin{equation*}
\bar{K}_{\mathrm{w}}=\lim _{\epsilon \rightarrow 0}\left\{\left[1-\epsilon+O\left(\epsilon^{2}\right)\right]^{2 \kappa|\ln \epsilon|+O(1)} \cdot\left[\epsilon+O\left(\epsilon^{2}\right)\right]^{2} / \epsilon^{2}\right\}=1 \tag{4.20}
\end{equation*}
$$

while we have similarly that

$$
\bar{K}_{\mathrm{v}}= \begin{cases}1 / 4, & \text { if }(4.16) \text { is valid } \\ 0, & \text { if }(4.17) \text { is valid }\end{cases}
$$

If (4.18) is valid, then

$$
\bar{K}_{\mathrm{v}} \leqslant \operatorname{const} \times\left[\lim _{\epsilon \rightarrow 0}(1 / 2)^{2 \kappa|\ln \epsilon|} / \epsilon^{2}\right]
$$

Thus if we choose $\kappa$ so that $2 \kappa \ln 2>2$, we see that $\bar{K}_{\mathrm{v}}=0$ if (4.18) is valid. This yields (4.19) and completes the proof of Theorem 3.

Proof of Theorem 4. A direct calculation [cf. (4.8)] gives for $n_{2}, n_{3}$, $n_{4}$ all odd that

$$
\begin{align*}
f(\mathbf{n} ; h)=2^{-\left(n_{1}+n_{2}+n_{3}+n_{4}\right)}\{ & c_{1}\left[g(3 h) 3^{n_{1}}+g(h)\left(3^{n_{2}}+3^{n_{3}}+3^{n_{4}}\right)\right] \\
& \left.+c_{2} g(2 h) 2^{n_{1}+n_{2}+n_{3}+n_{4}}-c_{3} g(h)\right\} \tag{4.21}
\end{align*}
$$

where

$$
g(h) \doteq g_{n_{1}}(h) \doteq \begin{cases}2 \cosh h, & \text { if } n_{1} \text { is odd } \\ 2 \sinh h, & \text { if } n_{1} \text { is even }\end{cases}
$$

and

$$
c_{1} \doteq(1-a)^{3} a / 2, \quad c_{2} \doteq(1-a)^{4} / 4, \quad c_{3} \doteq 2(1-a) a^{3}
$$

Since $f(\mathbf{n} ; h)$ vanishes unless $n_{2}, n_{3}, n_{4}$ are all odd, in order that $f(\mathbf{n} ; h) \geqslant 0$ for all $\mathbf{n}$ it suffices if

$$
\begin{equation*}
c_{1}\left[g(3 h) 3^{n_{1}}+g(h)\left(3^{n_{2}}+3^{n_{3}}+3^{n_{4}}\right)\right]+c_{2} g(2 h) 2^{n_{1}+n_{2}+n_{3}+n_{4}} \geqslant c_{3} g(h) \tag{4.22}
\end{equation*}
$$

for all $n_{1}$ and odd $n_{2}, n_{3}, n_{4}$. But for $h>0$ and $n_{1}$ restricted to be even (respectively, odd), the left-hand side of (4.22) is increasing in the $n_{i}$ 's, and so it suffices to check the cases $n_{2}=n_{3}=n_{4}=1$ and $n_{1}=0$ or 1:

$$
\begin{equation*}
c_{1} 3^{n_{1}} g(3 h) / g(h)+8 c_{2} 2^{n_{1}} g(2 h) / g(h)+9 c_{1}-c_{3} \geqslant 0 \tag{4.23}
\end{equation*}
$$

It is an elementary fact that for $h>0$

$$
k \cosh (k h) / \cosh (h) \geqslant \sinh (k h) / \sinh (h), \quad k \in\{1,2,3, \ldots\}
$$

(To prove this, cross-multiply and compare Taylor expansions about $h=0$.) Hence it suffices to check (4.23) for $n_{1}=0$ or equivalently,

$$
\begin{equation*}
u^{2}+2 A u+\left(2-1 / A^{2}\right) \geqslant 0 \tag{4.24}
\end{equation*}
$$

where

$$
u \doteq \cosh h, \quad A \doteq 2 c_{2} / c_{1}=(1-a) / a
$$

Since the roots of the polynomial in (4.24) are $-1 / A$ and $(1 / A)-2 A$ we see that for $A \geqslant 1 / 2$ (i.e., $a \leqslant 2 / 3$ ), (4.24) is valid for any $u \geqslant 1$ (i.e., any $h \geqslant 0$ ). Hence $\rho_{a} \in \mathcal{G}(0)$ for $a<2 / 3$. On the other hand, for $A<1 / 2$ (i.e., $a>2 / 3$ ), (4.24) is valid provided

$$
\begin{equation*}
u \doteq \cosh h \geqslant(1 / A)-2 A=1+\frac{3 a-2}{a(1-a)} \tag{4.25}
\end{equation*}
$$

We may thus take $\tilde{h}$ as in (2.7) and conclude that $\rho_{a} \in \mathcal{G}(\tilde{h})$.

## REFERENCES

1. L. E. Dickson, New First Course in the Theory of Equations (Wiley, New York, 1939).
2. F. Dunlop, Zeros of the Partition Function via Correlation Inequalities, J. Stat. Phys. 17:215-228 (1977).
3. R. S. Ellis, J. L. Monroe, and C. M. Newman, The GHS and Other Correlation Inequalities for a Class of Even Ferromagnets, Commun. Math. Phys. 46:167-182 (1976).
4. R. B. Griffiths, Rigorous Results for Ising Ferromagnets of Arbitrary Spin, J. Math. Phys. 10: 1559-1565 (1969).
5. R. B. Griffiths, C. A. Hurst, and S. Sherman, Concavity of Magnetization of an Ising Ferromagnet in a Positive External Field, J. Math. Phys. 11:790-795 (1970).
6. R. B. Griffiths and B. Simon, The $\left(\phi^{4}\right)_{2}$ Field Theory as a Classical Ising Model, Commun. Math. Phys. 33:145-164 (1973).
7. T. D. Lee and C. N. Yang, Statistical Theory of Equations of State and Phase Transitions, II: Lattice Gas and Ising Model, Phys. Rev. 87:410-419 (1952).
8. M. R. O'Connell, The GHS Inequality for Large External Field, University of Massachusetts, Ph.D. dissertation (1980).
9. C. J. Preston, An Application of the GHS Inequalities to Show the Absence of Phase Transition for Ising Spin Systems, Commun. Math. Phys. 35:253-255 (1974).
10. B. Simon, The $P(\phi)_{2}$ Euclidean (Quantum) Field Theory (Princeton University Press, Princeton, New Jersey, 1974).
11. G. S. Sylvester, Inequalities for Continuous-Spin Ising Ferromagnets, J. Stat. Phys. 15, 327-341 (1976).

[^0]:    ${ }^{1}$ Department of Mathematics and Statistics, University of Massachusetts, Amherst, Massachusetts 01003.
    ${ }^{2}$ Department of Mathematics, University of Arizona, Tucson, Arizona 85721.
    ${ }^{3}$ Alfred P. Sloan Research Fellow. Research supported in part by National Science Foundation grant No. MCS 80-02149.
    ${ }^{4}$ Alfred P. Sloan Research Fellow. Research supported in part by National Science Foundation grant No. MCS 77-20683 and by the U.S.-Israel Binational Science Foundation.

